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Listening to heart sounds is an important first step in evaluating the cardiovascular system and is important
in the early detection of cardiovascular disease. We present and evaluate a framework for combining ma-
chine learning algorithms, crowd workers, and experts in the classification of heart sound recordings. The
development of a hybrid human-machine framework is motivated by the past success in utilizing human
computation to solve problems in medicine and the use of human-machine frameworks in other domains. We
describe the methods that decide when and how to escalate the analysis of heart sounds to different resources
and incorporate their decision into a final classification. Our framework was tested with a combination
of machine classifiers and crowd workers from Amazon’s Mechanical Turk. The results indicate a hybrid
approach achieves greater performance than a baseline classifier alone, utilizing less expert resources while
achieving similar performance, compared to a framework without the crowd.
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1 INTRODUCTION

The analysis of heart sounds is an important step in the evaluation of the cardiovascular system
and may reveal pathological cardiac conditions such as arrhythmias and heart failure [25, 44]. It is
often the first step in disease evaluation, serving as a guide for further examination, and thus plays
an important role in the early detection of cardiovascular disease [25]. Automated methods have
been developed to analyze heart sounds, although they have often been trained and/or evaluated
on unrealistic clean data [25].
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Crowdsourcing is an approach that enlists the help of humans to solve challenging problems
that are currently unsolved or difficult for automated approaches to perform effectively [20, 37]. On
crowdsourcing platforms (e.g. Amazon Mechanical Turk '), people, henceforth referred to as work-
ers, often perform short microtasks such as image labelling and classification, audio transcription,
or surveys, in exchange for small amounts of compensation [11, 37]. In medicine, crowdsourcing
analysis of medical data is in its infancy, however there are a number of studies that have already
shown its promise [36]. Such previous works have focused on using the crowd to detect abnormali-
ties important in the early detection of disease, including parasites in red blood cell smears [26, 29]
and colorectal polyps in computed tomographic (CT) images [33].

The crowd has also been used in conjunction with machine learning algorithms, as a tool to
collect annotations and/or labels for data, or give feedback about instances in which a learning
algorithm is uncertain. In this paper, we present a hybrid human-machine framework for binary
heart sound classification in addition to exploring how crowd workers perform in heart sound
analysis tasks. The framework decides how to escalate the analysis of heart sound recordings to
different resources and incorporate their analyses into a final classification. It comes to a decision
based on who has analyzed the heart sound (machine, crowd, expert), their level of uncertainty,
and a threshold of acceptable uncertainty. Our results show that the hybrid framework achieves
greater performance than a baseline classifier alone, utilizing less expert resources, while achieving
similar performance when compared to a framework that does not use the crowd.

2 RELATED WORK
2.1 Crowdsourcing Medical Data Analysis

In diagnostic medicine, Mavandadi et al (2012) [29] and Luengo-Oroz et al (2012) [26] crowdsourced
the analysis of red blood cell smears to assist in the identification of malarial infection, and
achieved expert-level performance [13]. Diagnostic decisions made by non-expert participants in
Mavandadi et al (2012) [29] were within 1.25% of those made by a medical professional. Similarly,
in Luengo-Oroz et al (2012) [26], non-experts achieved a parasite counting accuracy of over 99%.
In CellSlider [10], non-experts were used to identify cancerous cells and score estrogen receptor
expression (associated with survival) in images of breast cancer tumor cores, with high accuracy.
In the detection of colorectal polyps, the precursor to malignant colorectal cancer, from computed
tomographic (CT) images, there were no significant difference between aggregated crowd detection
and automated techniques [33], indicating that "minimally trained ... workers could perform expert-
level task[s] rapidly and with high quality," [13]. Such rapid, high quality work has also been
demonstrated in the categorization of diabetic optic fundus photos as normal or abnormal, with
early detection being important for the prevention of vision loss [4]. Finally, in Warby et al (2014)
[48], non-expert consensus outperformed some automated detection algorithms in the identification
of sleep spindles in electroencephalography (EEG) recordings, an important feature in the diagnosis
of several neurological diseases.

In addition to platforms created for specific diagnostic purposes, like the ones mentioned above,
there are other systems devoted to medical crowdsourcing on a case-by-case basis. Such platforms
include DocCHIRP [40], CrowdMed [31], or the mainstream Figure 1° application. In these systems,
people can post medical cases and receive feedback from the crowd (including both non-experts
and experts) on diagnostic possibilities. With Figure 1, there is even the ability to page an expert in
the field, which sends an alert to a verified specialist [1].

https://www.mturk.com
http://figurel.com
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Although there has been success in medical crowdsourcing, there is a valid concern behind
having non-medical professionals provide medical analysis [29, 36]. However, Mavandadi et al
(2012) [29] argues that crowdsourcing can still be used to relay the data to a medical professional,
who can then make the final diagnosis [36]. For example, a pathologist must look at more than
1000 red blood cells (RBC) to determine whether a given sample is negative, but if the infected
cells can be identified via crowdsourcing, all a pathologist has to do is confirm the diagnosis with a
single image [36]. As a result, crowdsourcing has not only shown to produce quality analysis at
scale, but has the potential to increase the volume of such analysis without affecting accuracy.

2.2 Crowdsourcing Audio Analysis

Another relevant domain in which crowdsourcing has been applied to is the analysis of audio data.
In music, information such as genre, mood, or instrumentation is important to music information
retrieval (MIR) researchers in solving music classification and recommendation problems [19].
Utilizing crowdsourcing for tag generation of audio has shown to be a valid approach for collecting
accurate and meaningful labels [21, 47]. Such work includes MajorMiner [28], The Listen Game [47]
and Tag-A-Tune [21], which utilized players and their level of agreement to provide high quality,
descriptive tags for music. Similar work has been done in the area of acoustic scene classification,
where crowdsourcing has been used to derive the classification of animals by comparing their calls
[39, 53].

2.3 Heart Sound Analysis

In clinical practice, the physical examination of a patient is one of the first steps in evaluating
their cardiovascular system [25]. Auscultation, the act of listening to sounds originating from the
internal organs, is an important part of this process and may reveal pathological cardiac conditions
such as arrhythmia and heart failure [25, 44]. It is often the first step in disease evaluation, serving
as a guide for further examination, and thus plays an important role in the early detection of
cardiovascular disease [25].

The mechanical action of the heart, including the pumping of blood between the chambers of the
heart, and the opening and closing of heart values to facilitate this process, gives rise to vibrations
which are audible on the chest wall [8, 25]. Listening for specific heart sounds can give an indication
of the heart’s health [25]. An audio or graphical recording of these vibrations is referred to as a
heart sound recording or phonocardiogram (PCG) [25].

A normal functioning heart produces two basic heart sounds: S1 and S2, and are essentially the
"lub" and "dub" that most people think of when they hear a heart beat [8]. Immediately following
S1 and lasting until S2 is Systole, and from S2 until the following S1 is known as Diastole [8]. These
four stages make up the cardiac cycle [8]. Other sounds may be present such as the third (S3) and
fourth (S4) heart sounds, clicks, snaps, or heart murmurs [8, 25]. A heart murmur refers to an
abnormal heart sound with "an underlying physiologic pathology,'[8] often caused by turbulent
blood flow due to abnormal valves.

Automated heart sound classification has been widely studied since the original work by Gerbarg
et al (1963) [12] and have been historically grouped into four categories: artificial neural networks
(ANN), support vector machines (SVM), Hidden Markov Models (HMM), or clustering-based
classification [25]. However, Liu et al (2016) [25] argues that many of these investigations are
unrealistic because of their use of high-quality recordings with pronounced features, not often seen
in real-world recordings. As a result, Liu et al (2016) [25] created a large database of heart sound
recordings obtained from both real-world clinical and non-clinical environments, containing both
clean and very noisy recordings. The PhysioNet/Computing in Cardiology (CinC) 2016 Challenge
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was then created to develop algorithms robust to these environments, that could classify heart
sounds as normal or abnormal [7].

2.4 Human-Machine Frameworks

One of the use cases for crowdsourcing in machine learning is to see if the crowd can be used as
a tool to accurately collect annotations and/or labels for unlabeled data (to be used in training a
learning algorithm), or give feedback about instances in which a learning algorithm is uncertain.
Such examples include Flock, which uses the crowd to generate informative features in cases
where machine-extracted features are not predictive, or to improve algorithm performance in
subregions of the input space [6]. The system Chimera utilizes the crowd to evaluate classification
models of product labels and descriptions [43]. Cases deemed incorrect or ambiguous are forwarded
to in-house analysts, who develop rules and update models to address these issues [43]. Other
frameworks exist that directly embed an oracle into the learning process, and are termed active
learning frameworks [6]. These frameworks allow the learning algorithm to "choose the data from
which it learns," [38]. An active learning algorithm often starts with a small number of labelled
instances and then requests labels for unlabelled instances based on a number of querying strategies
[38]. It then learns from these results and uses them to determine which instances to query next
[38]. Active learning has been applied to problems in areas such as biosignal classification [22, 49],
speech recognition [14, 15, 46, 52], image classification [17] and text classification [45, 51].

Nguyen et al (2015) [32] also explores choosing labels from the crowd or expert, but the focus
of this work differs. They use a greatest expected loss reduction strategy to querying a single
instance in each iteration, which they then use to update their classification model. Our focus is on
iteratively choosing the instance and oracle based on the uncertainty of the pre-trained classifier.
We apply this hybrid approach to the domain of heart sound classification which, to our knowledge,
has not been explored.

2.4.1  Co-Training for Human Collaboration. One of the crowd-based classification strategies eval-
uated in our framework, called Crowd Ensemble (Section 3.5), is inspired by the work of Zhu et al
(2011) [54]. They created a human collaboration policy for a categorical learning task based on the
initial co-training algorithm proposed by Blum and Mitchell (1998) [2]. Co-training is a concept in
machine learning where two learning algorithms are trained on separate views of data, and then
each algorithm’s "predictions on new unlabeled examples are used to enlarge the training set of the
other,’ [2]. In the categorical learning task, Alice and Bob label s unlabeled items that they are most
confident about. However, Alice sees the data from one view, whereas Bob sees the same data from
a different view [54]. Alice can then see Bob’s labels (from her own view) and decides whether to
accept/believe Bob’s labels and vice-versa [54]. Data labeled by either individual is removed from
the set of unlabeled instances, and the process continues until the unlabeled data is exhuasted [54].

3 STUDY DESIGN

In this section, we describe the methods used to facilitate binary heart sound classification ("Normal"
or "Abnormal”) in both humans and algorithms individually, as well as in a combined framework.

3.1 Research Questions

Our study aims to answer the following research questions:

Q1 Can the crowd reliably classify heart sounds as Normal or Abnormal?
Q2 How do we combine crowdsourcing with automated methods to analyze heart sounds?
Q3 How do we determine when to involve an expert?

Proc. ACM Hum.-Comput. Interact., Vol. 2, No. CSCW, Article 28. Publication date: November 2018.



MechanicalHeart 28:5

3.2 Heart Sound Dataset

A total of thirty-five recordings were sampled from the PhysioNet/Computing in Cardiology (CinC)
Challenge 2016 public heart sound database, published by Liu et al (2016) [25]. These recordings
covered four different heart conditions: Normal, Aortic Stenosis (AS), Mitral Regurgitation (MR),
and Mitral Valve Prolapse (MVP). Thirty recordings were used for evaluation while five recordings
were saved for training of workers. In the evaluation set, fifteen normal heart sound recordings and
fifteen abnormal recordings (five from each abnormal heart condition) were used. Although more
normal cases are presented in the population than abnormal, a balanced design between normal
and abnormal was chosen in order to better understand the effects of different variables on the
response variables studied.

Approximately ten consecutive beats were then sampled from each recording, making each
audio recording around ten seconds in length. The CinC dataset [25] provided the ground truth
classification for each heart sound recording, however did not include any information regarding the
locations of the murmurs in the recordings. A cardiologist was recruited to provide this information.

3.3 Crowdsourcing Heart Sound Analysis

To study the ability of workers to analyze heart sounds, we conducted a study on Amazon’s
Mechanical Turk.
We created two separate Human Intelligence Tasks (HITs) which contained the following tasks:

Normal/Abnormal Task Workers were required to classify the overall heart sound as normal
or abnormal.

Murmur Detection Task Workers were required to outline murmurs within a recording (if
they exist) or indicate that no murmurs exist in the recording.

Each task contained ten recordings for evaluation out of the total possible thirty recordings.
Five recordings were randomly selected from each condition (normal or abnormal) and the order
of recordings presented to a given worker was randomized. Workers were paid $4.00 to analyze
ten recordings. Restrictions were in place to ensure that each worker only completes the study
once. We also required that workers complete a hearing test, watch a training video and partic-
ipate in a training round. Workers could complete both tasks if desired, but must complete the
Normal/Abnormal classification task first.

The hearing test ensured that workers were listening over adequate headphones or speakers,
and were not hard of hearing °. In the test, the workers had to listen to two audio recordings
and count the number of tones that they heard in the recording. Workers were only allowed to
continue if they were successful with counting the tones in both recordings. The tones ranged
from a variety of frequencies, with some that could not be heard if the worker was hard of hearing
or listening through inadequate speakers. The training video and exercise allowed workers to
familiarize themselves with the interface and task(s), and provided them with ground truth feedback
on their performance.

3.4 Task Interface

We extended the web-based audio annotator tool (Figure 1) initially developed by Cartwright et
al (2017) [5] to be more appropriate for bio-acoustic signal analysis. This included the following
additions:

(1) Zoom and Pan/Scroll: Heart sound analysis occurs at a much finer time resolution, so workers
needed the ability to work at this level of granularity.

Shttps://github.com/mcartwright/hearing-screening.js
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Fig. 1. Crowd annotation interface for classifying and annotating heart sounds.

(2) Support for Contextual Information: Heart sound segmentation into the stages of the cardiac
cycle aids in the subsequent detection and classification of pathological events [8, 25, 41].
Therefore, it was important that this information was provided to crowd workers to aid in
their analysis. The reference segmentation data was provided by the PhysioNet/CinC dataset
and was also available to the algorithms for training [25]. We represented the segmentation
as a set of labels aligned at the bottom of the label stack as to not interfere with the audio
waveform and any annotations a worker created.

(3) Rules to Guide Work: By utilizing existing knowledge about the location of murmurs, we de-
fined rules to help guide workers in the murmur detection task. This included limiting workers
to one annotation per heart beat and not allowing annotations to cross beat boundaries.

(4) Example Viewer: The example viewer is a modified version of the annotator interface that
allows workers to reference various heart sound examples and compare them against one
another.

3.5 Crowd Classification Methods

From the two heart sound analysis tasks, we can derive three methods of heart sound classification.
The first, called Classification, is a simple majority voting method based on the classifications given
for each instance in the Normal/Abnormal task. The second method is called Detection, and utilizes
the information from the murmur detection task to come to a decision about the normality of a
given heart sound. If a worker defines the presence of murmur(s) in a given recording, the recording
is subsequently classified as abnormal. Similarly, selecting the checkbox indicating the absence of
murmurs indicates a normal recording. The majority vote determines the final crowd classification
of the recording.

The third method utilizes information from the first two methods and is inspired by the work of
Zhu et al (2011) [54]. In this method, called Crowd Ensemble, we look at which of the two previous
methods are more confident in its answer, by using the principles of uncertainty sampling (see
Section 3.7), and use this label as the classification for the instance.

3.6 Machine Classifiers

The machine classifiers used were pre-trained, open-sourced entries from the PhysioNet/CinC
Challenge [7]. We selected four entries to use in the evaluation of our framework, with the restriction
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that these models produced some probabilistic output for the predicted target label. The models
were selected based on the top scoring entries from the challenge, as listed on the PhysioNet
website®.

As the testing set for the classifiers in the CinC challenge was hidden from the public, our
subset of thirty records were sampled from the public dataset (i.e. the challenge training set) [25].
Therefore, of the 3000+ records in the training set, these methods may have been trained using
some of the records in our subset.

3.7 Hybrid Human-Machine Framework

The hybrid framework combines both machine and human classifiers to come to a final decision
about the classification of a given heart sound recording. However, the system does not query the
crowd on every instance, but only on those where the classifier is uncertain. In binary classification
problems, uncertainty sampling queries "the instance whose posterior probability of being positive
is closest to 0.5, [23, 24, 38]. In our framework, we define uncertain instances i as:

i={xeD]| |P(x = Abnormal) — {| < w} for a given w > 0, < 1 (1)

where x are all the instances in the dataset D whose probability of being abnormal is within
the window size, w, from the classifier’s decision margin t. For example, given a classifier whose
decision margin between Normal and Abnormal is t = 0.5, a w = 0.1 would send all instances x to
the crowd whose probability of being abnormal is between 0.4 and 0.6. In binary classification, ¢
is most often 0.5, but can be adjusted to other values, as was done in Potes et al (2016) [35] and
Bobillo (2016) [3] to 0.4 and 0.225 respectively.

When an instance is sent to the crowd, the classification is determined by majority voting, and the
probability that the crowd believes a given instance is abnormal is defined by percent agreement:

# Abnormal Votes )
# Normal Votes + # Abnormal Votes @
In cases where a classifier and the crowd disagree on the classification of a given instance, the
final decision is made by using the method (crowd or classifier) that is most certain about its given
classification:

%Agreement Apnormal =

FinalClass = arg max (maX(|PCIassifier(x =c)— tClassifierla |Pcrowd(x = ) = tcrowal))
c€{Normal,Abnormal }
3)

where P is the probability that a method has classified a given instance x as ¢, and t is the decision
margin for that given method. For example, given a decision margin of ¢t = 0.5 for both methods,
if Pcrowa(x = Abnormal) = 0.2 and Pcjassifier(x = Abnormal) = 0.6, the crowd method would
be used as the final decision. This is because [0.2 — 0.5 = 0.3 > |0.6 — 0.5| = 0.1 indicating the
crowd is more confident in its classification than the machine classifier. Note that we refer to this
difference (e.g. |0.2 — 0.5]) as the decision difference.

3.7.1 Expert Involvement. Just as we impose a certainty threshold on the machine classifier, we
can also impose one on the instances classified by the crowd. In this case, if the decision difference
of the crowd is less than the threshold, w, we send the instance to an expert for classification. For
the purposes of simulation, we assume the expert returns the correct (ground truth) answer and
that this represents the FinalClass.

“https://physionet.org/challenge/2016/sources/
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4 ANALYSIS METHODS

To ensure the quality of the data, data cleaning was performed by removing spammers from the
database. We consider spammers to be workers that did not play the audio recording at all while
completing the task. We also filtered out participants that did not complete the whole experiment
(10 audio clips).

4.1 Classification Performance

To evaluate the overall classification performance of the crowd-based methods, machine classifiers,
and hybrid framework in binary heart sound classification, we compute precision (P), recall (R) and
F1-Score (F1) of each method by comparing the output with the ground truth. These measures are
defined as:

TP TP 2PR
P= , R= , Fl1= (4)
TP + FP TP + FN P+R
where TP, TN, and FN are the number of true positives, true negatives, and false negatives

respectively.

4.2 Murmur Detection Performance

The information from the murmur detection task was evaluated by how well the crowd performs at
detecting murmurs in abnormal heart sound recordings. We define an aggregation strategy similar
to that used in Cartwright et al (2017) [5]. We first divide each recording into non-overlapping,
fixed-length (e.g. 100 ms) time frames. We then take the majority vote of the presence or absence of
an annotation in each time frame where the population is the total number of people that defined
at least one annotation in the recording. A murmur (or part there of) is considered to exist if at
least half of all votes fall within the majority and the population is greater than one person.

Once we have an aggregate annotation for a given recording, we can compute the above classifi-
cation measures on a frame-level basis as implemented in sed_eval, a python library for sound event
detection and evaluation [30]. Due to the small sample size and the lack of knowledge regarding
the distribution of the F1 scores, we performed a Wilcoxon One-Sided Signed-Rank test [50] to test
if the aggregate murmur detection F1 scores are significantly greater than 0.5 (random).

4.3 Evaluating Heart Sound Classification

To understand what type of heart sounds are difficult for machines and humans to classify, a logistic
regression model was used. In this model, the dependent variable is a binary variable indicating
whether the probability of a given instance being classified as abnormal by a given method (crowd
or machine) is greater than that method’s specified decision margin (¢). The independent variables
are the condition (AS, MR, MVP, Normal) and the method (crowd or machine-based).

4.4 Hybrid Framework Performance

It is inevitable that the window size, w, used in the hybrid framework affects the final F1-score. To
understand the effect of window size, we evaluated the final F1-Score with varying window size
for different combinations of machine classifiers and levels of human involvement. Such human
involvement includes using one of the crowd-based classification methods and either the presence
or absence of an expert. By comparing the final F1-score, a window size will be proposed.

4.4.1 Measuring Crowd Usefulness. To evaluate whether the crowd provides a useful contribution
in the context of the hybrid framework (without experts), we can calculate the following metrics.
Specifically, of the instances sent to the crowd, what proportion:
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(1) Did the crowd classify correctly?
(2) Was selected as the final answer?
(3) Was correctly classified in the final answer?

These proportions are calculated for each combination of machine classification and crowd
classification method, averaged across all window sizes.

4.4.2 Crowd Effect on Expert Resources. The effect that the crowd has on alleviating expert in-
volvement was evaluated by comparing two variations of the hybrid framework. The first is the
original hybrid framework, with the addition of expert involvement as outlined in Section 3.7.1.
The second is a framework with only the machine and the expert. In this case, if the machine
classifier is uncertain in the classification of a given instance, the instance is sent directly to the
expert instead of going through the crowd.

Analysis was done to compare the difference in the number of instances sent to the expert in the
two variations to obtain a measure of the crowd impact on expert resources.

5 RESULTS
5.1 Crowd Performance

A total of 89 crowd workers completed the Normal/Abnormal classification task, and 67 completed
the murmur detection task. The performance of the crowd classification and machine methods
are presented in Table 1. The crowd performed well at binary heart sound classification, with the
Classification method producing the best results among the crowd-based methods. The F1-Score
from both the Detection and Crowd Ensemble classification methods are the same, however the
instances in which each method classifies correctly slightly differ.

When evaluating murmur detection performance, the Wilcoxon One-Sided Signed-Rank test
[50] indicates that the aggregate murmur detection scores are significantly greater than random
(p < 0.001) illustrating a degree of competency in the combined effort of the crowd to detect
murmurs in abnormal recordings. An Analysis of Variance (ANOVA) was used to understand the
effects of the disease condition on the ability for the aggregate to capture the murmurs present in
these recordings, where the dependent variable is the aggregate F1-Score for a given recording.
The results indicate a statistically significant (F(2, 12) = 4.20, p = 0.04) effect between the disease
condition and the aggregate F1-Score. A post-hoc Tukey test showed that the MR and MVP condition
differed significantly (p = 0.03) in aggregate F1-Scores, however the other condition pairs, MR-AS
(p = 0.22) and MVP-AS (p = 0.53) did not.

5.2 Difficulty of Heart Sound Classifications

Table 2 summarizes the result of the logistic model used to understand the effect of disease condition,
crowd classification and machine methods on the ability to correctly classify abnormal instances.
All two-factor interaction terms between the variables listed in the table were considered but none
appeared to be significant, indicating lack of dependency between those variables. As a result,
we chose the simpler model shown in Table 2, that can model the ability to correctly classify
abnormal instances just as well as the model with two-factor interaction terms. Goodness-of-fit
was validated by the Hosmer-Lemeshow [16] (x2(3, N = 208) = 1.49, p = 0.68), Osius-Rojek [34]
(z = —0.0007, p = 1.00) and Stukel [42] tests (y%(2, N = 208) = 3.38,p = 0.18). The model shows
that all methods perform just as well as the baseline method (Bobillo (2016) [3]) when it comes to
classifying a given clip as abnormal. Similarly, compared to the baseline AS condition, all methods
are equally likely to categorize conditions MR and MVP as Abnormal, but are significantly” less

SStatistically significant results are reported as follows: p < 0.001(***), p < 0.01(**), p < 0.05(*), p < 0.1(.)
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Methods Precision Recall F1-Score
Classification 0.87 0.87 0.87
Crowd  Detection’ 0.86 0.80 0.83
Crowd Ensemble 0.86 0.80 0.83
Bobillo (2016) 0.79 1.00 0.88
Machine Kay apd Agarwal (201'6) 0.82 0.93 0.88
Maknickas and Maknickas (2017) 0.50 0.67 0.57
Potes et al (2016) 0.67 0.93 0.78

T Two instances resulted in ties. These are considered as inconclusive and

as a result were not included in the calculation.
Table 1. Base crowd and machine classifier performance

Model Parameters

Variable ﬁ Std. Error z p-value

MR  -0.54 0.61 -0.89
MVP 16.97 1066.37 0.02
Normal  -2.66 0.52 -5.07 e
Classification ~ -0.88 0.67 -1.31
Detection  -1.04 0.69 -1.50
Crowd Ensemble  -1.12 0.68 -1.64
Kay and Agarwal (2016)  -0.43 0.66 -0.66
Maknickas and Maknickas (2017)  0.21 0.65 0.33
Potes et al (2016) 0.43 0.66 0.65

Table 2. Logistic model to model the effect of condition and method on classifying a given clip as abnormal.

likely to categorize a normal condition as abnormal. These results indicate consistency for both the
crowd and machine methods which is especially important when it comes to classifying new data.

5.3 Hybrid Framework Evaluation without Experts

The evaluation of the hybrid framework (Q2), utilizing different crowd and machine methods, is
summarized in Figure 2. The results indicate that an increase in F1-Score for binary heart sound
classification is achieved in all combinations of crowd and machine methods, with the Classification
and Crowd Ensemble methods producing the same final classification results. The top performing
combination of human and machine methods is the Classification (or Crowd Ensemble) with the
classifier developed by Bobillo (2016) [3]. Even with this classifier having the greatest initial F1-Score
(F1 = 0.88) when used independent of our framework, the use of our hybrid approach still leads to
an increase in performance, with a F1-Score of 0.97 at w = 0.25 (in the Classification method). In
addition, classifiers with lower initial F1-Scores achieve considerable gains in performance, as seen
with the classifier by Maknickas and Maknickas (2017) [27] having a baseline F1-Score of 0.57 and
a F1-Score of 0.80 at w = 0.25 when used with the Classification method.

As the the windowing parameter, w, changes, and more instances are sent to the crowd for
analysis, the F1-Scores increase and plateau at around w = 0.25 for all four models (see Figure 2).
As a result, this value may be appropriate for higher overall classification performance. To validate
the change in F1-Scores, a three-way ANOVA was used. Condition on the effects of the different
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Fig. 2. Hybrid framework performance (without experts) using different crowd classification strategies

Classifier Crowd Strategy  #Correct/#Query #Used/#Query #Correct/#Used
Classification 0.95 0.72 1.00
Bobillo (2016) Detection 0.77 0.51 1.00
Crowd Ensemble 0.95 0.72 1.00
Kav and Classification 0.84 0.67 1.00
N }allrwal (2016) Detection 0.80 0.62 1.00
& Crowd Ensemble 0.83 0.67 1.00
Maknickas Classﬁcatlon 0.90 0.80 0.95
and Maknickas (2017) Detection 0.82 0.76 0.94
Crowd Ensemble 0.88 0.80 0.95
Classification 0.85 0.80 0.86
Potes et Al (2016) Detection 0.75 0.63 0.93
Crowd Ensemble 0.84 0.80 0.86

Table 3. Summary averages of crowd query frequency and accuracy over all windows

crowd and machine classifiers, we found that the change in windowing parameter causes significant
change in the F1-Scores (F(1, 123) = 134.60, p < 0.001), regardless of crowd and machine strategies.

When looking at the subsets of instances where the crowd is queried, we can see from Table 3
that the crowd performs well in classifying most of these instances correctly (#Correct/#Query). The
percentage of instances that are then used (#Used/#Query) as the final answer varies, but is a result
of the framework picking the classification from the method that is most confident in its decision
for that particular instance. What is of importance is the very high number of crowd-classified
instances that are correct among the crowd-classified instances that are used in the final answer
(#Correct/#Used), with the lowest and highest accuracy being 86% and 100% respectively. This
illustrates that when the crowd is more confident than the machine in the classification of a given
instance, they are most often correct.
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Fig. 4. # Instances (out of 30) automated by crowd at different windowing values.

5.4 Hybrid Framework Evaluation with Experts

The results from adding experts into the workflow are presented in Figure 3. Note the same F1-
Scores are achieved regardless of the crowd classification strategy used. The change in F1-Scores
across different machine classifiers and thresholds may be similar (only differing by one data point
when used with the Maknickas and Maknickas (2017) [27] classifier at w = 0.10), however the level
of expert involvement in the classification process is different.

Figure 4 shows the number of instances (out of 30) that by-pass expert resources. Specifically,
it shows the difference in the number of instances sent to the expert in the two variations of the
hybrid framework. A w = 0 indicates that no instances are sent to the crowd or expert (only the
machine classifier is used). Alternatively, as we increase the value of w, we put more trust only in
the expert. As previously mentioned, a windowing value of 0.25 provided the best classification
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results in our framework. These results also show that it may be an appropriate value for saving
expert resources.

In addition, an ANOVA was performed to understand how expert querying changes with varying
windowing values and the difference in expert querying between the Machine-Crowd-Expert
condition and the Machine-Expert condition. The proportion of queries sent to the expert differ
significantly as w changes (F(1,164) =1333.81, p <0.001). In addition, the interaction between the
type of machine classifiers and windowing parameter is statistically significant, F(3,164) = 16.10, p
< 0.001, i.e. the effect of the windowing parameter on the proportion of queries sent to the expert
changes with the type of machine classifiers. The proportion of queries sent to the expert also differ
significantly with the different type of machine classifiers (F(3, 164) = 88.87, p < 0.001) and between
Machine-Expert and Machine-Crowd-Expert conditions (F(1, 164) = 84.3748, p < 0.001). In fact,
the model, which considered the variables and their corresponding interaction effects, suggests
that 7% more queries are estimated to be sent to the expert in the Machine-Expert condition,
B =0.07,t(164) = 2.53,p = 0.01. Under the Machine-Expert condition, significantly more queries
were sent to the expert, F(3,164) = 8.9803,p < 0.001.

6 DISCUSSION

There are a few main takeaways from the evaluation of our hybrid framework. Firstly, the framework
achieves greater performance than a baseline classifier alone. In addition, any probabilistic classifier
can be used within the framework, as shown with the various machine classifiers tested. Secondly,
the framework utilizes less expert resources while achieving similar performance, when compared
to a framework that does not use the crowd.

When it comes to comparing the Classification method with Detection, the latter method resulted
in a slightly lower F1-Score than the former method, however this may be indicative of the potential
difficulty of the task. Regardless, our analysis did show that the crowd has an overall competency
when it came to detecting murmurs in recordings they think to be abnormal. Such ability is
important in evidence-based medicine, strengthening the initial argument made by Mavandadi et
al (2012) [29] that crowdsourcing can be used to relay information to a medical professional, who
can then make a final diagnosis. Although the final decision would be made by an expert, the initial
analysis is made by the crowd, which can still lead to a reduction in expert time.

In both the Classification and Detection methods, the crowd was consistent in their performance
regardless of the abnormality. Although the overall F1-Score was higher in the Classification method
than the Detection method, the latter method at least provides a reason behind the given diagnosis.
One way to benefit from the mutual information of both methods is to utilize the Classification
method as a measure of normality and the corresponding Detection analysis as the evidence behind
such decision. However, this is only feasible in cases where there is agreement between the two
methods.

For instances routed to the crowd and accepted as the final classification, the aforementioned
methodology provides evidence to the final decision maker of the reasons behind the classification
of a given instance. However, the question arises of how the instances classified only by the machine
(or those in which the machine is more confident than the crowd) are interpreted. Many machine
learning models currently exist where humans do not understand (and may be hesitant to trust) the
information they contain and the rationale behind the model’s decision making [18]. In addition,
what about instances where a machine learning algorithm or the crowd is correct, but unconfident?
Should we still trust their output or is a second opinion warranted?

Our hybrid framework alleviates these issues in two ways, the first being the use of the windowing
parameter (w). Remember that by increasing the value of w, we impose a greater restriction on the
initial acceptance of a classifier’s output. That is, as we increase w, a classifier must be increasingly
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more confident about it’s label for a given instance, or this instance is escalated. Although this
method still does not provide interpretability to the decision maker, it at least ensures a threshold
of acceptable certainty. Secondly, in the use of our hybrid framework that includes expert querying,
if neither the machine nor crowd reach the acceptable level of certainty, the instance is forwarded
to the expert, and as such, interpretability from the machine or crowd is not necessarily needed.

When it comes to choosing a value for w, 0.25 is a proposed value based on the data used. Our
dataset was costly to curate as the heart sounds were additionally annotated by a cardiologist. In
order to find an optimal value, more data is required. However, this value can serve as a starting
point for other applications. The takeaway is that different w values may produce different results,
and we recommend others to evaluate different values within their respective domains.

6.0.1 Applications. Online communities such as Figure 1° contain a user base of medical personnel
as well as those who do not have such background, but are interested in diagnostic medicine. When
a medical case is posted, containing anything from an X-ray to an ECG, users have the opportunity
to weigh in on the case, regardless of their credentials [1].

Our hybrid framework could be integrated into applications like Figure 1, or similarly CrowdMed
[31], where patient heart data could be uploaded for analysis. Just as in our framework, a machine
learning algorithm would take a first pass over the data, and then decide whether to route given
instances to the users. Based on the users’ analysis, we could then accept their output, the output
from the learning algorithm, or page an expert for further input. Although Figure 1 is volunteer-
based, platforms like CrowdMed [31] do compensate their "medical detectives" for their work on
medical cases. The use of such a platform, and by extension our hybrid framework, is particularly
important for medical data analysis in regions where sufficient medical resources are not available
to support the population.

6.0.2  Future Work. Some areas for future work include looking at how people (non-expert crowd
workers or medical students) learn to analyze heart sounds and whether such interfaces can be
used to better train non-experts in heart sound analysis. In addition, a study into how people utilize
the information presented to them could be conducted. For example, do people rely more on the
visual or audio information in a phonocardiogram? How does the information provided effect
overall performance? Other questions include how does such a framework apply to other types of
bioacoustic signal analysis, such as lung sound classification.

The goal of our paper is not to find the best aggregation method, but to demonstrate how humans
and machines can work together to accomplish this complex medical annotation task. As such, we
chose to use a simple majority voting scheme to aggregate crowd-generated classifications. This
allows us to describe the average performance of human classifiers in heart sound analysis without
any artificial alteration, e.g., dynamic weighing of worker contributions or other algorithmic
augmentation.

Given more sophisticated aggregation methods (e.g. Dawid et al (1979) [9]), we expect two
outcomes. First, the crowd performance may exceed algorithm performance; however, the cost
of crowd labour is still substantial, warranting the use of a hybrid human-machine framework.
Second, the hybrid performance of the crowd and machines may exceed that of the current results.
A promising direction for future work is to incorporate more sophisticated aggregation algorithms
into our hybrid framework to further boost performance.

Shttps://figurel.com/
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7 CONCLUSION

In this work, we presented and evaluated a hybrid human-machine framework for binary heart
sound classification in addition to exploring how crowd workers perform in heart sound analysis
tasks. Our results indicated that the crowd performs well at heart sound analysis and that our
hybrid framework achieved greater performance than a baseline classifier alone, utilizing less
expert resources while achieving similar performance, when compared to a framework that does
not use the crowd.
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