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Figure 1: Platform on which participants taught the voice-based agent Mairi about various rock types by using the information 
provided in the left panel and guiding the agent in flling out the worksheet in the right panel. 

ABSTRACT 
In this paper, we explore how expressive auditory gestures added to 
the speech of a pedagogical agent infuence the human-agent rela-
tionship and learning outcomes. In a between-subjects experiment, 
41 participants assumed the role of a tutor to teach a voice-based 
agent. The agent used either: expressive interjections (e.g.,“yay”, 
“hmm”, “oh”), brief expressive musical executions, or no auditory 
gestures at all (control condition), throughout the interaction. Over-
all, the results indicate that both gestures can positively afect the 
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interaction, but in particular, interjections can signifcantly increase 
feelings of emotional rapport with the agent and enhance motiva-
tion in learners. The implications of our fndings are discussed as 
our work adds to the understanding of conversational agent design 
and can be useful for education as well as other domains in which 
dialogue systems are used. 
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1 INTRODUCTION 
Conversational agents — systems that imitate natural language dis-
course — can take on various forms (i.e., virtual, physical, embodied, 
non-embodied) and ways of expression (i.e., verbal, non-verbal, etc.). 
Among the diferent roles conversational agents can play (e.g., assis-
tant, companion), they have become a widely used tool in learning 
environments. Pedagogical agents (i.e., conversational agents for 
education) have been designed for a number of purposes, such as 
tutoring (e.g., [65]), language learning (e.g., [38]), and promotion 
of skills such as metacognition (e.g., [49]). Historically, learning 
technologies have focused heavily on learners’ cognitive needs. 
However, researchers are becoming increasingly aware of the im-
portance of afective factors (emotions, feelings, and moods) in 
educational technologies, and there is evidence to suggest that the 
manner in which pedagogical agents converse with learners as 
well as the relationship that develops between them, can enhance 
various learning outcomes (e.g., motivation and recall) [6]. 

Prior work on conversational agents across various domains 
suggests that expression of internal states has a positive infuence on 
the human-agent relationship, e.g., modifcations of voice pitch was 
found to improve interaction quality with a social robot [43], and 
body gestures and speech content increased perceived personality 
of a virtual agent [42]. Many studies have focused on expression 
through facial cues, and bodily postures or gestures. A lesser studied 
form of expression in conversational agents is the addition of brief 
auditory gestures. Similar to visual cues, auditory gestures are 
able to convey information about internal state [8]. In this work, 
we look specifcally at two types of auditory gesture at the word-
level, namely interjections and brief musical executions. In human-
human dialogue, vocal gestures known as interjections are used 
to communicate the speaker’s emotions and attitudes. They can 
include both speech and non-speech utterances, e.g., “yay”, “hmm”, 
“argh”. In human-agent interaction, agents can express themselves 
through interjections but also language-independent sounds. One 
expressive type of sound is music, as music and the human voice 
have a number of similarities when it comes to expressing emotions 
and intent [27]. 

We describe in this paper an experiment in which we systemat-
ically manipulate the addition of expressive auditory gestures to 
the speech of a voice-based agent. We look specifcally at applying 
these gestures in an educational context in which the agent takes 
on the role of a novice and the user a tutor – in order to inves-
tigate the role of auditory gestures in learning-by-teaching. We 
compare two types of gestures: interjections and their semantic-free 
counterpart, music. Both types allow for emotion, cognitive, and in-
tent expression, but musical sounds have no language dependence. 
These word-level cues contrast prior work that has looked at such 
things as utterance-level prosody manipulations for example, and 
our results generate new insights on how users perceive an agent 
that adds expressive auditory gestures to communicate its internal 
state, and what efects these gestures have on the interaction. The 
fndings add to our understanding of pedagogical agent, and more 
generally conversational agent, design: how are interjections and 
music perceived and what impacts do they have on the interaction 
as well as learning outcomes in an educational context. 

In the following section we provide a review of the related work 
in this area. Thereafter, we introduce our study design and proce-
dure, followed by the results and a discussion with suggestions for 
future work. 

2 RELATED WORK 

2.1 Conversational Agents in Education 
Conversational agents are systems that mimic human natural lan-
guage discourse and engage users in conversation. The natural 
language can be communicated through voice or text, and the 
agents can take on various forms and ways of expression, com-
monly being categorized as chatbots, virtual avatars, or physical 
robots. Conversational agents are deployed in numerous domains 
including healthcare, entertainment, customer service, and educa-
tion [33, 62]. For learning, educational technologies started largely 
with intelligent tutoring systems — designed to provide such things 
as timely feedback and support active engagement. However, cer-
tain instructional strategies are based in dialogue: asking-deep 
reasoning questions, self-explanations, collaborative interactions, 
and fostering common ground [45], and conversational agents are 
able to provide this verbal discourse to learners. 

2.1.1 Teachable Agents. Pedagogical agents are made for learners 
of diferent ages and can be distinguished along various dimensions 
including topic: such as science (e.g., [65]) or language learning (e.g., 
[39]), form & appearance: chatbot, virtual, or physical, as well as 
role: either as teacher agents, co-learner agents, or teachable agents 
[31]. In this work, we focus on teachable agents — systems that learn 
with, and are taught by, the learner, based on the concept of learning-
by-teaching; a widely studied and practiced technique within the 
education domain, as learning-by-teaching can be a more enriching 
experience than learning by oneself [16]. In contrast to a teacher 
agent, teachable agents struggle with the material and make errors, 
which prompts the human learner to pay more attention, refect 
on misconceptions, and elaborate on explanations [50]. Teachable 
agents have been found to be efective in computer-based learning 
environments. For example, Chase, Chin, Oppezzo, and Schwartz 
[11] demonstrated that students put in more efort (i.e., spending 
more time on learning activities and learning more) for a virtual 
teachable agent than they did for themselves, and interacted socially 
with them — attributing mental states and responsibilities to them. 

2.1.2 Learning Outcomes. The overarching goal of pedagogical 
agents are to elicit learning outcomes. Learning outcomes can be 
considered as changes in the following three areas: cognitive, skill-
based, and afective [29]. Cognitive outcomes are focused around 
the constructs of declarative knowledge, knowledge organization, 
and cognitive strategies; Skill-based outcomes are concentrated on 
performance-type measures such as speed and fuidity of perfor-
mance; and Afective outcomes include both attitudinal and motiva-
tional outcomes [30]. 

Motivation — to be moved to do something [51] — is an espe-
cially important afective outcome as it can infuence what, when, 
and how we learn [57]. People vary in their levels of motivation 
(i.e., how much) and in their orientation of motivation (i.e., the 
type of motivation). Deci and Ryan [14] distinguish between dif-
ferent types of motivation: intrinsic motivation (doing something 
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because of interest or enjoyment) and extrinsic motivation (doing 
something because of external prods, pressures, or rewards), and 
argue for the importance of both types of motivation for successful 
learning [51]. Research in this area has investigated various ways of 
promoting motivation in learners. Saerbeck, Schut, Bartneck, and 
Janse [52] had children interact with one of two types of robotic 
language tutor: one which engaged the child in a social dialogue or 
one which was neutral and focused on knowledge transfer. The so-
cial robot employed strategies such as saying “we" instead of “you”, 
making motivational statements, and using non-verbal and verbal 
gestures. The researchers found that the social-supportive robot 
had a positive efect on the learning performance of participants, 
and that intrinsic and task motivation were signifcantly higher in 
the social condition. Liew, Zin, and Sahari [34] found that a virtual 
agent’s enthusiasm – conveyed through the tone of voice, constant 
smiling, a high level of animated movement and head-nodding 
during speaking, as well as enthusiastic remarks – signifcantly en-
hanced university students’ emotion, intrinsic motivation, afective 
perceptions, and cognitive outcome. 

Teachable agents present a unique opportunity for exploring 
motivation enhancement as evidence suggests that when learners 
taking on the role of the tutor, feel more responsible or have a 
better relationship with their agent, they are more motivated to put 
in efort to teach their agent, and as a result also learn more [32, 46]. 

Overall, prior work on pedagogical agents indicates that motiva-
tion in learners can be enhanced by the manner in which agents con-
verse with them, as well as the relationship that develops between 
learner and agent. In order to build and strengthen relationships, re-
search on conversational agents in education and beyond, suggests 
the importance of expressing internal states. For example, the emo-
tional coloring of an utterance (i.e., the activation (active/passive), 
evaluation (positive/negative), and power (dominant/submissive) 
has been found to enhance feelings of rapport with a voice-based 
agent [1]; variations in voice pitch can result in increased ratings 
of interaction quality with a social robot [43]; body gestures and 
speech content increase perceived personality of a virtual agent 
[42]; and facial expressions in an agent were shown to positively 
infuence learning outcomes [7]. Much of this prior work has fo-
cused on expression through visual cues (i.e., gestural or facial), or 
utterance-level modifcations of speech. Instead, we look at two 
types of auditory gesture: interjections and brief musical execu-
tions. 

2.2 Expressive Auditory Gestures 
2.2.1 Interjections. Interjections are parts of speech, a word or 
phrase, that express the internal state of the speaker — their emo-
tions and attitudes. Expressive interjections can express a reac-
tionary feeling or emotion such as surprise, delight, fear, disgust 
(e.g., “ah”, “aww”, “blah”, “bother”, “eww”, “good grief”, “oh”, “ugh”), 
and convey feelings that result from what one comes to know or 
understand (e.g., “aha”, “yay”, “gee”, “huh”, “oh”, “hmm”, “golly”). 
Although interjections are common in human dialogue, and are sug-
gested to strengthen relational bonds between humans and agents 
[53], only recently have researchers started focusing on the addition 
of interjections to the speech of conversational agents. 

Cohn, Chen, and Yu [13] introduced interjections (e.g., “Wow”) 
and fllers (words used by the speaker to manage the dialogue; e.g., 
“um”, “uh”, “like”) to the voice-based Amazon Alexa agent. The 
researchers found that interjections and fllers separately improved 
overall user ratings (n=5,527), with a further increase observed if 
they were used simultaneously. An additional perception study 
supported the fndings with interjections leading to higher social 
ratings — especially in engagement, naturalness, expressiveness, 
and likeability. Hu et al. [23] present preliminary fndings of their 
emotionally aware voice-based conversational agent called HUE. 
Following sentiment analysis of the human speaker, HUE would 
use an interjection that reciprocated the same emotion (e.g., “wow”, 
“haha”). 75 participants observed HUE interact with people in vari-
ous scenarios and rated its perceived emotional intelligence signif-
cantly higher when HUE responded to emotion with interjections 
than not. 

2.2.2 Music. In human-agent interaction, agents can express them-
selves through interjections but also vocalizations and sounds that 
have no semantic content or language dependence (also known as 
semantic-free utterances, e.g., [67]). Such sounds are a unique mode 
of communication for conversational agents and can include gib-
berish, non-linguistic sounds (e.g., beeps, squeaks, clicks), musical 
expressions (e.g., musical tones or instrument sounds), and para-
linguistic vocalizations (e.g., moans and laughter). Some work has 
looked for example at adding such sounds to the synthetic speech of 
an agent to enrich agent characterization. Aylett, Vazquez-Alvarez, 
and Butkute [5] conducted a preliminary study exploring how the 
addition of various sounds and vocalizations impacted perceived 
personality of a social robot. They created fve semantic-free utter-
ances to communicate: agreement, disagreement, curiosity, sadness, 
and amusement. The results indicated that the utterances made the 
voice seem more extrovert, but participants also noted feeling that 
the additional sounds were disconnected from the speech. As the au-
thors point out, designing semantic-free and language-independent 
vocalizations and sounds is complex and there exists no systematic 
process for generating them to convey specifc afective states. 

However, of the diferent types of semantic-free utterances, a 
number of similarities have been found between musical expres-
sions and the human voice in conveying emotions and intent [27]. 
Moreover, music has been found to elicit and infuence emotional 
states [28] as well as enhance cognitive abilities such as learning and 
memory (e.g., [37, 54]; for a review, see [17]). In human-computer in-
teraction research, music has been studied as a means of debugging 
software [63] and communicating information to blind or visually 
impaired users [3]. Researchers have also started looking at using 
music to convey the internal state of agents. Jee and colleagues 
[25, 26] and Jee, Jeong, Kim, and Kobayashi [24] across a number 
of studies, created various musical expressions by analyzing the 
sounds of the robots R2-D2 and Wall-E. They designed sounds to 
convey particular intentions (afrmation, denial, encouragement, 
introduction, question) and emotions (happy, sad, shy, fear, and 
dislike) in an English teaching robot, and found high recognition 
rates of the intended internal states. 

In summary, prior work has investigated the addition of musi-
cal expressions and other sounds to conversational agent speech, 
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looking at how they should be designed, whether they can be per-
ceived as intended, and what the efects are on perception of the 
agent, however there is little research on adding interjections or 
musical expressions to pedagogical agent speech and the impacts 
on relationship building and learning outcomes. As the relationship 
between human and agent has been found to enhance motivation 
in learners, and expressions of internal state are suggested to bol-
ster this relationship, with this study we set out to explore what 
impacts the addition of brief expressive auditory gestures to the 
synthetic speech of a voice-based agent have on the human-agent 
relationship as well as afective (i.e., motivational) and cognitive 
(i.e., recall) outcomes, in a learning-by-teaching scenario with a 
teachable agent. Given the results of prior work, we hypothesized 
that separately, interjections and musical executions, would result 
in higher ratings of rapport and interaction quality, and that there 
would be an increase in the afective learning outcome – motivation 
– with increased rapport. In the context of learning-by-teaching 
with teachable agents, the increased motivation would lead to im-
provement in the cognitive learning outcome – recall. 

3 STUDY DESIGN 

3.1 System 
Task. We built an application which allowed participants to teach 
a voice-based agent about various rock types. The interface pro-
vided to participants (Figure 1) contained information about rocks, 
which was adapted from a Lumen Learning course at the Geology 
101 level. Lumen Learning was used as it is an open-educational 
resource developed for university/college students – the main de-
mographic of our participant sample. Participants also saw a ‘Rocks 
Worksheet’ on the right-hand side of the interface, which the agent 
needed to fll in; it had some knowledge of the topic but required 
help from participants to confrm or correct its prior knowledge 
and learn new knowledge. The information on rocks in the left 
panel of the interface was divided into three tabs corresponding to 
rock type: Igneous, Sedimentary, and Metamorphic; and the Rocks 
Worksheet similarly contained questions on each type, with both 
fll-in-the-blank, as well as longer-form questions. Participants used 
the interface to read through the information and communicate 
with the agent by pressing on the button in the top-right corner to 
record and send messages. The agent responded to the participant 
and flled in the worksheet (green text in Figure 1) as it was taught. 

Wizard. The agent’s responses were controlled by a human op-
erator (frst-author) using the Wizard of Oz technique [40], with a 
set of pre-defned statements, to reduce the system response time 
and maintain a similar conversation across participants (see Figure 
2). The system was built using WebSockets and Django Channels to 
allow for real-time communication between participant and agent 
(Wizard). All pre-defned statements were buttons which the Wizard 
could click on when appropriate. The left-hand side of the inter-
face was designed to mirror the left-hand side of the participant’s 
interface, with tabs along the top to organize statements based on 
rock type (Igneous, Sedimentary, and Metamorphic). The Wizard’s 
interface had an extra tab ‘Intro’ which contained statements to 
initiate a short dialogue between the agent and participant whereby 
the agent introduced itself, asked for the participant’s name, briefy 
repeated the task, and asked which rock type/set of questions the 

participant wanted to start with. The buttons/statements in each 
rock type tab were designed to follow a script revolving around 
each question on the Rocks Worksheet. Grey and orange coloured 
buttons contained speech, while red buttons comprised the agent’s 
intended answers for the questions on the Worksheet. Orange but-
tons indicated that the speech contained an additional expressive 
auditory gesture. The Wizard could also type out a diferent answer 
for the Worksheet, e.g., “Enter worksheet answer Q4a:”, if the partic-
ipant taught information that deviated from the pre-defned answer 
in the Wizard’s interface. Similarly, on the right-hand side of the 
interface, the Wizard could view the chat log between themselves 
(“Wizard”) and the participant (e.g., “p1”), and if necessary use the 
dialog box to type responses that were not pre-set. The middle 
section of the interface contained statements that were Common 
across the interaction, i.e., not constrained to a type of rock. Lastly, 
the blue button ends the interaction, disabling the ability for the 
participant to send any further voice messages to the agent. In case 
the participant asked an of-topic question, the agent would respond 
that they did not understand and/or reverted the conversation back 
on-topic. 

Speech Recognition. To speak to the agent, the participant 
clicked on a button in their interface. The Web Speech API, a 
JavaScript Web Speech API Specifcation, was used to access the 
participant’s browser audio stream and convert it to text. The text 
was then sent to the Wizard and stored for later analysis. The Wiz-
ard could also hear the participant through the online conferencing 
tool in which the study was being held, so as to increase accuracy 
of understanding the participant. 

Speech Synthesis. After receiving a participant’s message, the 
Wizard selected a response from the set of pre-defned statements on 
their own interface. For text-to-speech of the agent, CereProc was 
used (https://www.cereproc.com/), renowned for synthetic voices 
retaining naturalness and character — “The CereVoice Engine SDK 
is the frst free, commercial-grade, real-time speech synthesis sys-
tem for academic research. It is fast, stable, and highly confgurable, 
and is well suited to research into text-to-speech and dialogue ap-
plications." CereProc voices allow for emotional synthesis control 
and each voice comes with vocal gestures such as laughs, coughs, 
and expressive interjections, e.g., “hmm”, “ah”, “yeah”, “oh”, etc. The 
voice chosen was Mairi - a child’s voice with a Scottish-English 
accent. This voice was selected as, of the voices available, it was 
determined by the authors through pilot testing, to pronounce 
the words used in our conversational scenario most clearly and 
comprehensible for participants. 

3.2 Conditions 
We used a between-subjects experimental design, with participants 
being randomly placed into one of three conditions: (1) Interjections, 
(2) Music, or (3) Control (no added auditory gestures). 

The agent made both correct and incorrect statements about the 
topic being taught throughout the interaction. These were deter-
mined by the script that was designed for each question on the 
Rocks Worksheet, and was therefore consistent across all partici-
pants. The statements and dialogue fow were developed through 
iterative pilot studies. Both correct and incorrect statements lead 
to moments where the agent replied with auditory gestures of 

https://www.cereproc.com
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Figure 2: Wizard interface during experiment. This is an example interaction between the Wizard and a participant, p1. The 
Wizard could view the chat log (on the right) and selected the appropriate pre-defned statement for the agent to say from 
the options on the left (i.e., statements organized by rock type and question on the Rocks Worksheet) or in the center (i.e., 
common statements independent of rock type). 

positive or negative valence, respectively. Valence ranges from 
pleasant (positive) to unpleasant (negative) – examples of negative 
valence include sadness and fear, whereas happiness is an example 
of positive valence. There was an equal amount of both through 
the conversation: eight moments of positive, and eight moments of 
negative. The moments were selected by a native English speaker 
(frst author) based on the ft within the conversational context. For 
each participant, the exact gesture was randomly selected with a 
pseudo-random number generator from the set of either positive 
or negative ones, so as to increase variation. 

A total of fourteen positive and negative interjections, provided 
by the CereProc voice, were used in the study: seven with positive 
valence (“sigh”, “hmm”, “hmmm”, “ah”, “oh”, “yay”, “yeah”) and 
seven with negative valence (“sigh”, “ah”, “oh”, “ugh”, “argh”, “arr”, 
“doh”). The musical sounds were taken from the validated set of 
auditory stimuli: The Musical Emotional Bursts (MEB) dataset [48]. 
It consists of 80 brief musical executions expressing positive and 
negative valence. The dataset contains both improvisations and imi-
tations of emotional expressions made by violinists and clarinetists. 
We chose to use the improvisations of the clarinetists as they were 
shown by Paquette et al. [48] to have a high recognition accuracy 
for both the positive and negative valences, resulting in a total of 
fourteen musical executions: seven positive and seven negative. 

Each speech utterance that followed an auditory gesture (i.e., 
interjection or music) was also matched in valence (positive or neg-
ative) to the gesture, using the synthesis control provided by the 
CereProc voice. For example, if the gesture was positive, then the 
utterance following it, i.e., corresponding to it, was also synthesized 
with positive valence. This was done so that the agent expressed 
valence in all conditions including control, with the only diference 
being the added expressive auditory gestures in the two experimen-
tal conditions. Adjusting the gesture and speech utterance to match 
is also important as prior work indicates users can feel a disconnect 
between speech and sound if not matched appropriately (e.g., [5]). 
No specifc personality of the agent was designed, however the 
agent made three of-task statements during the conversation: indi-
cating enjoyment of the task, asking how they’re doing so far on the 
task, and telling a rock joke, as well as asking some additional on-
topic questions about rocks. These of-task moments were included 
as prior work indicates they can lead to more positive experiences 
in pedagogical agent interactions (e.g., [22]). 

3.3 Procedure 
The study began by a researcher and participant connecting via 
an online conferencing tool. From here, participants were given 
an information letter and consent form, and then asked to fll in a 
pre-study questionnaire that included demographics information 
(e.g., age, gender, experience with conversational agents, etc.) and 
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AGENT What’s the frst question about metamorphic rocks? 
USER It says metamorphic rocks are made by blank. 

AGENT So metamorphic rocks are the ones that form from intense heat and pressure. Am I right? 
USER That’s exactly right. You got it. 

AGENT Yay! There we go. [positive valence] 
AGENT Shall we move on to the next question? 
USER Yes good idea. The next question asks: what is foliation in metamorphic rocks caused by? 

AGENT What causes foliation? Well frst of all, what does foliation mean? Is that when there are fossils in the rock? 
USER No it’s not fossils. Foliation are the fat layers that form as the rock is squeezed by pressure. 

AGENT Oh... So it’s not fossils, but layers in the rock. [negative valence] 

Table 1: Example conversation transcription between a participant and the agent in the Interjections condition. 

a quiz to test their knowledge on the topic to be discussed dur-
ing the interaction with the agent. The quiz included 14 questions 
(5 for each rock type - 1 question covers both metamorphic and 
sedimentary types) and were adapted from the Lumen Learning 
course. Three multiple choice answers were provided for each ques-
tion. Some quiz questions were covered in the interaction with the 
agent directly, while others were in the articles but not covered 
specifcally by the agent’s questions. 

Participants were then introduced to the interface (Figure 1) on 
which they would complete the task. After signing in to the inter-
face, participants were given 3 minutes to read through the articles 
and questions on the ‘Rocks Worksheet’. Following this, the agent 
introduced themselves to the participant, asked them their name, 
and explained their task again briefy. Participants had this prelimi-
nary dialogue with the agent to reduce novelty efects before the 
actual experiment began. Once participants communicated to the 
agent they were ready to begin, the agent asked which worksheet 
questions on one of the three rock types (Sedimentary, Metamor-
phic, Igneous) the participant wanted to start with. This was done 
to provide participants with an opportunity to partially guide the 
interaction and to increase variation of the order in which the ques-
tions were covered. The interaction with the agent lasted around 
20-30 minutes. Following the interaction, participants flled out a 
number of post-study questionnaires. In total, all questionnaires 
took approximately 15-20 minutes. 

3.4 Measures 
3.4.1 Human-Agent Relationship. To measure participants’ per-
ceived relationship with the agent, we adapted the rapport instru-
ment used by other researchers [20, 44] - covering two rapport 
dimensions, Understanding (a sense of mutual understanding) and 
Emotional (a sense of emotional connection), and extended it with 
questions from [9] on Quality of Interaction. The 15 questions were 
presented with a fve-point Likert scale from “strongly disagree" (1) 
to “strongly agree" (5), balanced for positive and negative responses. 
Pick-a-Mood, a cartoon-based pictorial instrument, was used to 
measure the perceived mood of the agent [15], and fnally, partic-
ipants were given a number of questions relating to experience 
of the teaching task and the agent as a student: “How much did 
you like teaching [the agent]?”, “Do you think you were good at 
teaching [the agent]?”, and “Do you think [the agent] was a good 

student?”. They rated their agreement with each question by se-
lecting one of the following: not at all, a little, quite a lot, and very 
much, and were also provided the opportunity to give free-form 
answers. 

3.4.2 Learning Outcomes. To evaluate cognitive learning outcomes, 
participants were asked to take the same quiz as prior to the in-
teraction and we compared changes in quiz score pre- and post-
interaction to measure recall of the material. To investigate the 
afective learning outcome motivation, we used the Academic Moti-
vation Scale (AMS) [61]. The wording of questions varies slightly 
from the original to ft the study. The AMS provides overall scores 
for intrinsic motivation (IM; actions motivated by the pleasure and 
satisfaction from the process of engaging in an activity), extrinsic 
motivation (EM; actions motivated by attaining a goal separate from 
the process of engaging in an activity), and amotivation (AM; the 
absence of motivation which can co-occur with feelings of low 
competence). IM and EM can be further distinguished into more 
specifc motives [64]: 

• IM - to know describes actions performed for the pleasure 
and satisfaction derived from learning, exploring, or trying 
to understand something new 

• IM - toward accomplishment relates to engaging in actions 
for the pleasure and satisfaction experienced when trying to 
achieve something new or beyond one’s limits 

• IM - to experience stimulation describes the motivation related 
to the experiencing of pleasurable sensations 

• EM - externally regulated indicates the behaviour is moti-
vated by reasons external to the task at hand, i.e., payment 
or rewards 

• EM - introjected refers to actions motivated by pressure an 
individual puts on themselves 

• EM - identifed describes behaviour that is motivated by the 
view that participation is important for personal growth 

3.4.3 Cognitive Workload. Based on cognitive load theory, some 
argue that pedagogical agents can impose extraneous cognitive load 
and be detrimental to learning outcomes (e.g., [12]). As our study 
involves dialogue with the addition of expressions that hold mean-
ing, we wanted to investigate the impact on learners’ cognitive load 
as well. The workload profle (WP; [60]) was used to investigate 
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subjective cognitive workload and had participants rate the propor-
tion of attentional resources used on the following dimensions on 
a scale of 0 to 100: 

• perceptual/central processing, i.e., “How much attention was 
required for activities like remembering, problem-solving, 
decision-making, perceiving (detecting, recognizing and iden-
tifying objects)?” 

• response selection and execution, i.e., “How much attention 
was required for selecting the proper response channel (man-
ual - keyboard/mouse, or speech - voice) and its execution?” 

• spatial and verbal processing, i.e., “How much attention was 
required for spatial processing (spatially pay attention around 
you)?” & “How much attention was required for verbal ma-
terial (e.g., reading, processing linguistic material, listening 
to verbal conversations)?” 

• visual and auditory processing, i.e., “How much attention 
was required for executing the task based on the informa-
tion visually received (eyes)?” & “How much attention was 
required for executing the task based on the information 
auditorily received (ears)?” 

• manual and speech output, i.e., “How much attention was 
required for manually responding to the task (e.g., keyboard/ 
mouse usage)?” & “How much attention was required for 
producing the speech response (e.g., engaging in a conversa-
tion, talk, answering questions)?” 

The scores are then summed and for comparison, this sum is 
averaged. 

3.5 Participants 
The study received ethics clearance and 41 participants were re-
cruited through mailing-lists and participant pools at a research-
based institution in Canada. One participant did not consent to the 
use of their data, another did not comply with survey instructions, 
and another assumed from the beginning of the interaction that 
the study used the Wizard-of-Oz technique. Results reported are 
therefore based on 38 participants (21 women, 17 men; age range 
= 18-52 years; median = 24 years, SD = 5.75; 2 participants did not 
provide their age). All participants were volunteers and received 
a $15 gift card. Both native (61%) and non-native (39%) English 
speakers participated in the study, and varied in whether their post-
secondary education related to STEM felds (84% STEM-related, 
16% not), their highest completed or current degree (58% Bachelor’s, 
32% Master’s, 8% Doctorate, 2% College credit), and their ethnicity 
(61% Asian, 18% White, 3% Aboriginal or Indigenous, 3% Asian 
and Native Hawaiian or other Pacifc Islander, 3% Black or African 
American, 3% Asian and Hispanic, Latino or Spanish origin, 3% 
Middle Eastern or North African, 3% preferred not to disclose, and 
3% self-described as Sikh Punjabi). Additionally, when asked to rate 
their level of interest and experience with conversational agents on 
a 7-point Likert scale from 1 (not at all/never) to 7 (very interested/a 
lot), 8% were not at all or had very little interest in agents, 47% were 
moderately interested, and 45% were highly interested; 26% had 
very little experience with agents, 42% had a moderate amount of 
experience, and 32% were highly experienced with conversational 
agents. 

4 RESULTS 
We collected both qualitative and quantitative data from each par-
ticipant. For the numerous measures the following analyses were 
carried out: ANOVA, Kruskal-Wallis, linear regression models and 
cumulative link model (CLM; models the cumulative probabilities 
of discrete ordinal categories [2, 41]), with condition and demo-
graphics (gender, native language, pre-interaction quiz score, etc.) 
as the independent factors, and Pick-a-Mood, Understanding and 
Emotional Rapport, Quality of Interaction, AMS, WP, and change 
in pre to post quiz score, as the dependent factors. 

4.1 Human-Agent Relationship 
One-way ANOVA showed no signifcant diference between condi-
tions on the measures of Quality of Interaction (F (2, 35) = 1.54, p = 
.23) and Understanding Rapport (F (2, 35) = 1.63, p = .21). Results 
of the free-form questions, analyzed with CLM, similarly showed 
no signifcant diferences between conditions, and neither did the 
Pick-a-Mood pictorial self-report scale for the agent’s mood and 
personality. However, condition was found to have an efect on 
the Emotional Rapport dimension (F (2, 35) = 3.34, p = .05), with 
Tukey’s HSD showing that participants in the Interjections condi-
tion (M = 4.48, SD = 0.43) on average rated feeling signifcantly 
more Emotional Rapport with the agent than those in the Control 
condition (M = 3.98, SD = 0.63), at p = .04. 

Participants’ answers to the free-form post-interaction questions 
suggest that both the Interjections (I) and Music (M) gestures were 
perceived as intended, e.g., “She seemed embarrassed or proud of 
herself at times. She expressed these emotions through verbal noises 
such as an exclamation when she would get the answer right or wrong” 
(I09); “Cheerful and interested. She showed this by exaggerated “no’s” 
when an answer was incorrect and excited when she got an answer 
correct” (I13), and “[the agent] expressed “happiness” with a happy 
music and sadness with a “sulky music” ” (M10); “[the agent] was 
very expressive ... there was happy or sad music as well whenever it 
tried to reciprocate its emotion” (M13). 

The majority of participants in the Interjections and Music condi-
tions stated they enjoyed the experience and expressed perceptions 
that, “[the agent] was very personable” (I07), “she was engaged” (I09), 
“I liked the smooth interaction and the fow of the conversation” (M01), 
“it was interactive and engaging” (M04), and “the jokes and songs 
were fun and interesting” (M09). Overall, most participants enjoyed 
the addition of auditory gestures during the task, but for a few 
participants the gestures were considered “a little scary” (M05) and 
“a bit creepy” (I01). M14 explained, “I would leave out the music. It 
takes away from the fow of the conversation”. Similar to work that 
found children distinguish between ‘creepy’ sounds that express 
intent and non-threatening sounds that are spontaneous [68] – our 
results suggest analogous sentiments in adults are possible. These 
statements also further support the importance of adjusting the 
gesture and speech to match, so as to maintain the fow of dialogue 
and enhance the experience. 

4.2 Learning Outcomes 
In terms of recall of material (i.e., cognitive learning outcome), quiz 
scores pre-interaction started relatively high in all conditions (out of 
13) Interjections: M = 7.07, SD = 2.16; Music: M = 8.08, SD = 1.50; 
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Control (n=11) Music (n=13) Interjections (n=14) 
Age (years) 
Gender 
Native English 
Pre-quiz Score 

M=23.91±3.14 
5man, 6woman 

9yes, 2no 
M=7.91±1.22 

M=24.08±1.88 
5man, 8woman 

6yes, 7no 
M=8.08±1.50 

M=26.85±8.91 
7man, 7woman 

8yes, 6no 
M=7.07±2.16 

F (2, 33) = 1.02, p = .37 
χ 2(2, N = 38) = 0.37, p = .83 
χ 2(2, N = 38) = 3.28, p = .19 

F (2, 35) = 1.33, p = .28 

Table 2: Demographic and condition data of study participants. 

Control: M = 7.91, SD = 1.22, and on average increased post-
interaction. Condition had no signifcant efect on change in quiz 
score from pre- to post-interaction, F (2, 35) = 0.4, p = .67. To in-
vestigate motivation (i.e., afective learning outcome) we used the 
AMS questionnaire which provided overall scores of intrinsic, ex-
trinsic, and a-motivation, with intrinsic and extrinsic being further 
distinguished into more specifc motives. Analysis of each overall 
and subscale score was done using one-way ANOVA followed by 
Tukey’s HSD. 

Extrinsic Motivation (EM). In terms of ratings of being extrin-
sically motivated to make the efort to teach the agent, there was a 
signifcant diference between conditions (F (2, 35) = 6.19, p = .005), 
with participants in the Interjections condition (M = 4.26, SD = 
1.29) reporting on average signifcantly more extrinsic motivation 
than participants in the Control condition (M = 2.82, SD = 1.08), 
at p = .004. At a lower-level, while no signifcant diferences 
were found in the EM - externally regulated or EM - introjected 
motives, there was a signifcant diference in the amount of EM 
- identifed (behaviour motivated by the view that participation 
is important for personal growth) reported between conditions 
(F (2, 35) = 9.83,p < .001), with participants in both conditions: 
Interjections (M = 5.50, SD = 0.96), at p < .001, and Music 
(M = 4.67, SD = 1.12), at p = .03, rating their motivation in the task 
as EM - identifed more highly than participants in the Control condi-
tion (M = 3.39, SD = 1.47). However, a linear model indicated that 
a higher pre-quiz score reduced the amount of reported EM - iden-
tifed in both the Interjections (β = −0.90, t(32) = −2.91,p = .007) 
and Music (β = −1.01, t(32) = −2.92, p = .006) conditions com-
pared to Control. 

Intrinsic Motivation (IM). With regards to intrinsic motiva-
tion, condition was found to have a signifcant efect on overall 
intrinsic motivation (F (2, 35) = 8.44,p = .001), with participants 
in the Interjections condition (M = 5.84, SD = 1.02) feeling more 
intrinsically motivated than participants in the Control condition 
(M = 3.84, SD = 1.34), at p < .001, and some evidence of partici-
pants in the Music condition (M = 5.03, SD = 1.29) feeling more 
intrinsically motivated compared to Control as well, at p = .06. 
We also found condition to have a signifcant efect in each of the 
sub-motives of intrinsic motivation: 

• IM - toward accomplishment: engaging in actions for the 
pleasure and satisfaction experienced when trying to achieve 
something new or beyond one’s limits (F (2, 35) = 5.08, p = 
.01). Participants in the Interjections condition (M = 6.07, 
SD = 0.94) reported feeling signifcantly more IM - toward 
accomplishment than those in the Control condition (M = 
4.23, SD = 1.94), at p = .009. 

• IM - to know: actions performed for the pleasure and satis-
faction derived from learning, exploring, or trying to under-
stand something new (F (2, 35) = 6.48,p = .004). Participants 
in the Interjections condition (M = 6.09, SD = 0.87) reported 
feeling signifcantly more IM - to know than those in the Con-
trol condition (M = 4.43, SD = 1.37), at p = .003. 

• IM - to experience stimulation: motivation related to the expe-
riencing of pleasurable sensations (F (2, 35) = 8.50, p = .001). 
Participants in both the Interjections (M = 5.36, SD = 1.50) 
and Music (M = 4.51, SD = 1.60) conditions reported feeling 
signifcantly more IM - to experience stimulation than those 
in the Control condition (M = 2.79, SD = 1.59), at p < .001 
and p = .03, respectively. 

To investigate further the variables that impact the intrinsic 
motivation sub-motives, diferent linear models were used for each 
subcategory. Through step-wise selection, the resulting models 
show that participants’ prior knowledge of the topic (i.e., higher 
pre-interaction quiz scores) signifcantly infuenced feelings of IM -
to know with participants in the Interjections (β = −0.68, t(29) = 
−2.09,p = .05) and Music (β = −0.85, t(29) = −2.36, p = .03) 
conditions reporting lower feelings of IM - to know than in the 
Control condition. 

A-motivation. Lastly, one-way ANOVA showed condition had 
no signifcant efect on feelings of a-motivation (F (2, 35) = 0.83, p = 
.44): Interjections (M = 3.07, SD = 1.19); Music (M = 3.72, SD = 
1.67); Control (M = 3.55, SD = 1.10). 

4.3 Cognitive Workload 
Two participants did not complete the Workload Profle question-
naire correctly and so their data was not included in the anal-
ysis for cognitive workload. In general, one-way ANOVA indi-
cated that condition had no efect on total workload (summation 
of individual dimensions to provide an overall workload rating; 
F (2, 33) = 0.44, p = .65). Independent Kruskal-Wallis tests were 
also conducted to examine the diferences in each individual work-
load dimension separately. No dimension showed a signifcant dif-
ference between conditions. As overall workload was not afected 
by interjections or music, and neither were the Verbal: “How much 
attention was required for verbal material (e.g., reading, processing 
linguistic material, listening to verbal conversations)?”, and Au-
ditory: “How much attention was required for executing the task 
based on the information auditorily received (ears)?” dimensions, 
considered most likely to be impacted, these fndings provide sup-
port that expressive auditory gestures in pedagogical agents can 
be implemented without being detrimental to cognitive resource 
availability. 
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4.4 Teaching Behaviour 
Lastly, participants’ responses to the agent’s on-topic questions 
(i.e., teaching statements) were analyzed. The responses were cate-
gorized into three answer types: 

• non-informational answers – answers providing no new in-
formation or knowledge (these included, acknowledgement: 
e.g., “yes”, “uh-huh”; agreement: e.g., “that’s it”; maybe/ un-
known: e.g., “something like that”, “I don’t know”; and rejec-
tion/ disagreement: e.g., “that’s not it”, “no”), 

• informational word-for-word answers – answers containing 
information read word-for-word from the text provided, and 

• informational rephrase/reformulate answers – answers pro-
viding information that was rephrased from the text or re-
formulated into a question. 

To compare the proportion of each answer type (calculated as the 
number of times an answer type was given divided by the total 
number of answers given), one-way ANOVAs and linear models 
with step-wise model selection were used. Condition was not found 
to have an efect on the proportion of giving non-informational, 
informational word-for-word, or information rephrase/reformulate 
answers. 

Non-informational. Through step-wise linear regression, we 
did however fnd that participants who reported being more inter-
ested in conversational agents gave a smaller proportion of non-
informational answers in the Interjections condition than in the 
Control (β = −0.12, t(26) = −2.93, p = .007) and Music (β = 
−0.15, t(26) = −3.47, p = .002) conditions, whereas participants 
with more prior knowledge of the topic being taught gave a higher 
proportion of non-informational answers in the Interjections con-
dition compared to the Control (β = 0.12, t(26) = 2.62,p = .01) and 
Music (β = 0.08, t(26) = 2.21, p = .04) conditions. 

Informational word-for-word. Another linear model indicated 
that women gave a higher proportion of word-for-word answers in 
the Interjections condition compared to Music (β = 0.14, t(32) = 
2.07,p = .05). 

Informational rephrase/reformulate. Lastly, through step-
wise linear regression, the resulting model indicated that partic-
ipants that reported more interest in conversational agents gave 
a higher proportion of rephrase/reformulate answers in the Inter-
jections condition than in the other two conditions: Music (β = 
0.24, t(29) = 4.69, p < .001), Control (β = 0.11, t(29) = 2.26,p = 
.03). Conversely, these participants gave a lower proportion of 
rephrase/reformulate answers in the Music condition than in the 
Control (β = −0.13, t(29) = −2.49, p = .02). 

5 DISCUSSION 
Prior work suggests the importance of the relationship between 
tutee and tutor for increasing learning gains for the tutor (e.g., 
[47]) and that the expression of emotional and/or cognitive states 
can strengthen the human-agent relationship (e.g., [1, 53]). The 
purpose of this study was to understand how learners – in the 
role of tutor – perceive a voice-based agent – in the role of tutee 
– that adds expressive auditory gestures (a lesser studied form of 
expression in conversational systems) to its synthetic speech, and 
what efects these expressions have on the interaction, as well 
as learning outcomes. Numerous terminologies have been used 

to group and distinguish the various sounds and gestures that 
aim to express emotion through the auditory channel, including 
‘afect bursts’ [55], ‘anthropomorphic auditory icons’ [56], and 
‘semantic-free utterances’ (such as, non-linguistic, paralinguistic, 
and musical expressions [67]), that describe types of non-verbal 
cues, and ‘speechcons’ [4] and ‘emotionally expressive interjections’ 
[13] as variations of verbal expressions. In this study we focused 
on two specifc auditory gestures: interjections (a type of verbal 
expression) and music (a type of non-verbal expression). 

To investigate the perceived relationship with the agent, we 
measured Quality of Interaction as well as Rapport (along two di-
mensions: Emotional and Understanding), as both are suggested 
to contribute positively to learning outcomes. Researchers have 
previously investigated infuencing rapport through strategies such 
as giving responses with appropriate emotional coloring [1], us-
ing of-topic dialogue [21], and entrainment [35, 36]. Our results 
suggest that adding expressive auditory gestures, especially in the 
form of interjections, aids in conveying afective state to the user. In 
the context of the user taking on the role of teacher, this perception 
of afective state may result in users having a better understanding 
of the agent as a learner or eliciting a form of emotional contagion, 
thereby enhancing perceived Emotional Rapport with the agent. 
This is of particular importance with regards to learning, as build-
ing Emotional Rapport can lead to feelings of emotional support 
and perception of a positive learning environment [18]. It further 
supports prior research that suggest the efects of interjections as a 
‘socio-afective glue’ between interaction participants (e.g., [53]), 
and indicates its usefulness in educational contexts as well. 

The lack of infuence of interjections and musical sounds on 
improving Understanding Rapport or ratings of interaction qual-
ity, may be a result of the short interaction time in the study, as 
rapport can take time to develop [59], or it may be a consequence 
of the way in which we chose to measure and defne rapport (i.e., 
self-report vs. behavioural or objective measures; Paralinguistic 
Rapport [44] vs. Virtual Rapport [19] or Natural Rapport [59]). It 
may also be due to the agent being voice-based, as prior studies (e.g., 
[66]) have shown that mixing two modalities – sound and facial 
expressions – can lead to stronger emotion recognition than when 
presented individually. This was emphasized by two participants 
in our study who mentioned that we could give the agent “a face 
to make her more personable” (I14) and to “try bringing [the agent] 
on screen in the form of a fgure to visualize better” (M11). However, 
the results from this study indicate that for both interjections and 
musical expressions, the auditory gesture alone can be enough to 
convey the intended positive or negative afect. These fndings are 
promising, as they imply that interjections and music can be used 
efectively in voice-only systems, without the need for a visual 
representation. The results also suggest that the MEB dataset [48], 
although not originally designed for the purpose in which it was 
used in this study (i.e., afective and cognitive expression of a voice-
based conversational agent), can be used to express positive and 
negative valence in this scenario and be perceived as intended. This 
is of importance as much research is being undertaken to explore 
how expressive auditory gestures should and can be designed for 
conversational agents, often considered constrained to a certain 
context. Our fndings indicate that musical expressions may be 
generalizable and could be a valuable direction for future work. 
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In terms of learning outcomes, we focused on the afective and 
cognitive outcomes, motivation and recall. Interjections were found 
to positively infuence overall intrinsic and extrinsic motivation in 
the task, while brief expressive musical executions, although not 
resulting in increased feelings of rapport compared to the Control, 
lead to increases in certain dimensions of intrinsic and extrinsic 
motivation. Both types of motivation are considered important for 
successful learning [51], and therefore these fndings are particu-
larly promising for the use of such expressive auditory gestures in 
pedagogical agents. With regards to the cognitive learning outcome, 
though we found signifcantly higher reported levels of Emotional 
Rapport and motivation in participants in the Interjections condi-
tion compared to the Control, we did not fnd improvements in 
recall. This may be due to participants hitting a ceiling on learning 
gains, as pre-quiz scores, on average, were relatively high. How-
ever, as research proposes that rapport between human and agent 
leads to learning gains, our fndings suggest a separation between 
rapport dimensions whereby developing Understanding Rapport is 
necessary for promoting cognitive learning outcomes, while feel-
ings of Emotional Rapport enhance afective learning outcomes, 
such as motivation. 

Although the human-like behaviour of adding expressive au-
ditory gestures had positive impacts, they also lead to negative 
emotional and motivational responses in some learners, as they 
were perceived as “creepy” (I01) or “scary” (M05). Believability is 
an important feature of conversational agents and therefore di-
minished believability can infuence the learner’s experience and 
teaching behaviour overall. Beyond increasing the human-likeness 
of (teachable) pedagogical agents – a common goal of research in 
this area – future work could investigate at what point the human-
likeness interferes with learning outcomes, and how exactly such 
types of auditory expressions are perceived along numerous di-
mensions including, for example whether they are perceived as 
spontaneous or as conveying intent (similar to children’s percep-
tions of various auditory expressions [68]), and how this infuences 
believability and in-turn learning outcomes. On the other hand, 
music circumvents the human-like sound of interjections, is not 
tied to any specifc voice, and ofers separate benefts to learning. 
Moreover, similar to interjections, our results indicate that music 
can aid in improving perception of intended afect, though it was 
not as efective as interjections at enhancing the perceived rela-
tionship and overall motivation. This indicates an opportunity for 
further exploration in this space. However, as suggested by prior 
work (e.g., [5]), as expressive sounds become more dissimilar to 
the voice, it can also result in the expressive auditory gesture and 
the voice being perceived as disjointed. Although this was not a 
common fnding in this study, it should be taken into consideration 
in future work. 

The infuence of the user’s personality, such as extraversion, and 
characteristics, such as gender, on the human-agent relationship is 
becoming increasingly elucidated by research in both learning and 
non-learning contexts [9, 10, 36, 58]. In fact, beyond condition ef-
fects, our results similarly demonstrate how certain characteristics 
can infuence various of our measures. With regards to motivation, 
prior knowledge of the topic in the task had a negative infuence 
on intrinsic motivation associated with wanting to learn, explore 
or understand something new, as well as a negative infuence on 

extrinsic motivation related to personal growth, when participants 
interacted with the agents using either expressive auditory gesture. 
This is of particular importance in learning-by-teaching scenarios, 
whereby the user is to be the knowledge provider, i.e., teacher, but 
also learn in the process. It suggests that interacting with such an 
agent may be more efective for learners that themselves are not 
yet well-versed in the topic, as the expressive auditory gestures 
help motivate these learners, possibly by directing their learning or 
maintaining their engagement with the task. Our results also indi-
cate that the amount of interest towards conversational agents that 
users expressed having prior to participating in the study can have 
a signifcant positive impact on their teaching behaviour during 
the interaction with the Interjections agent, while it had a negative 
infuence when the agent used Music – possibly because it vio-
lates users’ expectations of how voice-based agents should sound. 
As the teaching behaviour is a crucial aspect of the learning-by-
teaching phenomenon, these fndings are relevant to the design 
of such systems. However, as the number of participants in this 
study is relatively small, the results are preliminary and future 
work can investigate this more deliberately, along with taking per-
sonality characteristics into consideration as well, to further our 
understanding of the efects. 

Overall, the results of this study support the viewpoint that, 
for pedagogical teachable agents to be successful, they need more 
than sophisticated technical capabilities; by displaying expressive 
behaviours they can have positive emotional, cognitive, and/or 
behavioural impacts. 

6 FUTURE WORK AND LIMITATIONS 
The role of the user in the conversation, as well as the conversational 
context, are important considerations when evaluating the use of 
expressive auditory gestures. In contrast to prior work, and the 
common role of voice-based agents i.e., as assistants, the role of 
the user in our study was an informer/teacher/tutor. This provides 
the context for the results, and there is potential for future work to 
investigate whether the results generalize to other roles, contexts, 
and agents as well. Furthermore, future work can examine how 
valence (positive vs. negative) can further afect learning, e.g., only 
positive when learning about one topic and only negative when 
learning about another. Additionally, as others have done in more 
socially-oriented conversations, e.g., Cohn et al. [13], future studies 
can look to understand what efects fller words, or a combination 
of fllers and interjections, or even interjections and music, can have 
on the constructs measured in this study. The results should also 
be interpreted in light of the Wizard of Oz technique used in the 
study. To mitigate the methodological and engineering concerns 
regarding the use of this technique, the Wizard was designed in 
a rigorous and replicable manner so as to facilitate the transition 
to more autonomous and complex systems in the future. We also 
acknowledge the small sample size and limited interaction time 
with the agent, making it difcult to generalize the results to larger 
or diferent populations. To handle small sample size, we avoided 
including more covariates in the ANOVA and selected the simplest 
possible model to explain our data in order to prevent overftting. 

Lastly, we recognize that the results obtained may be limited to 
the context and type of voice used (child-like). However, the fndings 
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contribute to our understanding of the interaction and relationship 
building between learners and agents, suggesting how expressive 
auditory gestures can be used to infuence learners’ behavioural 
and afective experiences. 

7 CONCLUSION 
In this work, we present a study in which expressive auditory in-
terjections and musical sounds were added to the dialogue of a 
teachable voice-based conversational agent. Where previous stud-
ies have focused largely on expressions through facial, gestural, and 
utterance-level cues, our work explores the lesser researched modal-
ity of auditory gestures – and investigates both language-dependent 
(interjection) and language-independent (music) expressions of 
cognitive and afective state. Measures of rapport and interaction 
quality were used to gauge the learner-agent relationship, with 
interjections leading to a signifcantly stronger sense of emotional 
connection with the agent, accompanied by increases in both intrin-
sic and extrinsic motivation towards putting in efort in the task, 
compared to the control agent with no added expressive auditory 
gesture. Musical executions on the other hand, were not found 
to lead to any signifcant increases in reported interaction qual-
ity or rapport compared to the control, but did result in increases 
in certain dimensions of motivation. Additionally, the design of 
pedagogical agents requires consideration of cognitive resource 
availability, which in-turn can infuence learning outcomes, and 
the results suggest that both expressive auditory gesture can be 
implemented without imposing extraneous cognitive workload. 

As interjections are highly prevalent in human-human dialogue 
and are becoming more widely available in popular systems, e.g., 
“speechcons” in the Amazon Alexa, our results provide evidence for 
the infuence of interjections on human-agent relationship building, 
highlighting diferences between emotional and understanding 
rapport, as well as presenting efects of interjections on motivation. 
The fndings highlight practical insights for voice-system designers 
in education as well as across other domains including healthcare, 
entertainment, and customer service, for example, in which building 
rapport and enhancing motivation can be of similar value. 
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